Surface roughness development during photoresist dissolution
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The minimization of nanoscale roughness in patterned images has become a priority for the process
of photolithography in the production of microprocessors. In order to probe the molecular basis for
surface roughness, the development of photoresist has been simulated through application of the
critical-ionization model to a three-dimensional molecular lattice representation of the polymer
matrix. The model was adapted to describe chemically amplified photoresists of the sort now
commonly used in microlithography. Simulations of the dependence of the dissolution rate and
surface roughness on the degree of polymerization, polydispersity, and fractional deprotection agree
with experimental results. Changes in surface roughness are shown to correlate with the length of
the experimentally observed induction period. Model predictions for the effect of void fraction and
developer concentration on roughness are also presented. Observations of differences in the effect
of developer concentration on top-surface and sidewall roughness are explained by a critical
development time predicted by the simulation. ¥©99 American Vacuum Society.
[S0734-211X99)06704-9

I. INTRODUCTION edge roughness. They show that a photoresist based on

The tremendous gain in computational speed and storag;;éeSOI novolac exhibits a rougher surface than one based on

capacity afforded by miniaturization of the integrated circuit,[hc’lyv'nyltphentOI atnd ?tt_nt.)g_tte th]:s dlfferlence lln rotl:]grtmess Itto
impels the semiconductor industry forward in its quest for € greater structural nigidity of cresol novolac that resufts

smaller device features. The demands placed on microlitho rom the presence of aromatic rings in th? backbone of the
raphy grow more arduous with each new generation of mi olymer. They observe that polymers having lower molecu-

croprocessors. The minimization of roughness associatelfi1r weight and lower polydl_spersny prodgce less roughness.
The need for robust lithographic simulators that can

with the surface and edges of photoresist images now stands

as one of the challenges to continued advances in Iithor-nOdeI and predict the generation of roughness during photo-

graphic technology. resist development grows imperative. Most of the earlier

The problems of top-surface and line-edge roughnes imulgtions of photoresist development do nqt adequately
have drawn a considerable amount of attention within th escribe surface roughness because they considered the pho-

last year, and several recent atomic force microsdgy{sM ) toresist a uniform structure. Guerrieri and Neureltheve

studies have yielded notable insights into the process depeﬁEUdied. the. t'ime evolgtion of the deve]opmgnt etch front us-
dency of photoresist roughness. He and Cetrirave stud- ing a simplified material crack model in which development

ied the relationship between surface roughness and exposd?hoceeﬁ?hfaiterkalong zighlyt/ _exposdeflhfilahménts;cks) éht?\n tth
dose over a range of postexposure bake times for a positivé—ﬂ;ng € hac ground matrix, '?hn ekyl avizh O_IL_m ?(ma €
tone chemically amplified photoresist. Their results indicat surface roughness increases with crack length. frefamas.
that systems having the same overall average degree des to the production of top-surface roughness during his

deprotection, but different process histories, exhibit Sim”armoletcuslarh cell(ll-batseldg sr,:mulatmnj of percolational gevelo%-
surface morphologies, but different degrees of roughnesénen' checkieet al. have Used an even more agvance
Reynolds and Tayldr* have explored the responses of top- molecular-scale photoresist development simulation in which

surface and sidewall roughness for chemically amplifieoa realistic polymer chain length distribution is represented to
gemonstrate excellent agreement between their model and

photoresists to a variety of processing parameters, includin M s for the d q q ¢ ;
exposure dose and developer concentration. They find th measurements for the dose dependence ot surface

higher exposure doses and lower developer concentratioﬁQUth_eSS‘ These ;tud|es have ma(_je S|gn|f|ca_nt advance-
lead to decreased surface roughness, but their measuremeftgNts N the S|mu_lat|on of roughness n p_h_otore5|st develop-
of sidewall roughness show no correlation with their surfacd €Nt Yet they stil rely heay|ly on empirical data for the
roughness results and reveal a negligible dependence of siddgpendence of the dissolution rate on such fundamental

wall roughness on either exposure dose or developer conceﬂy"’mt't'e.s as ”.‘O'ecu'af weight and degree of errotectlon.
tration. Yoshimuraet al® have characterized the effects of Our simulations represent the polymer matrix as a three-

the polymer structure and molecular weight distribution Ond|menS|onaI rectangular lattice in which ea}ch lattice pell cor-
responds exactly to a polymer repeat unit. The lattice cells

dpresent address: The University of Texas at Austin. are strung tOgemer to form pOI.ymer c_halns via random Wa.llks
bpresent address: Intel Corporation. as described prewqgsﬂﬂ!’he_ dls_solutlon of these chains is
®Corresponding author; electronic mail: willson@che.utexas.edu governed by the critical-ionization mod@which proposes
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that a critical fraction of segments on a chain must be in the

o . . : . btai ify a blocking profile and void fraction.
ionized state in order for the chain to dissolve. The lattice Obtain or specify a blocking profile and void fraction

model has been adapted to represent a chemically amplified l

photo_reS|st system in which each cell begl_ns as either a Designate each cell as blocked, unblocked, or void, while
chemically protectedblocked group or a chemically depro- conserving the average, local degree of blocking.
tected(unblocked group. In a previous paper, we presented i

simulations of photoresist dissolution on a two-dimensional

(2D) grid.? Because percolation models have demonstrated a Connect cells to form polymer chains through
dependence on the dimensionality of the systéme have randomly-placed random walks.
extended the moving front from a line to a surface, which l

begins parallel t.o the substrate. Adding the th|.rd Q|men5|on Jonize (with a probability /) unblocked cells
_alters the quantitative re_sults_, but not the qualitative behav- that are in contact with the developer solution.
ior, of our system. The third dimensid8D) allows a greater

number of possible chain conformations and a greater num- l

ber of cell faces that may be exposed to develdpger in- Dissolve polymer chains that meet
stead of fouy. the critical ionization criterion, and let

developer fill these vacant cells and

The simulations described in this article allow polymer X - e
any neighboring void cells.

blends so that we can study the effects of polydispersity. An
initial void fraction, which can represent either the inherent
polymer free volume or residual casting solvent, is also Increment time by time-step. |
specified. The molecular-level model correctly predicts
trends in the responses of the dissolution rate and roughness
to changes in the degree of polymerization, polydispersity,
degree of deprotection, polymer free volume, residual cast-
ing solvent, and development time.

End simulation.

specified time
elapsed?

Fic. 1. Flowchart for the three-dimensional molecular simulation.

[I. MODEL DESCRIPTION

A three-dimensional lattice of cubic cells is used to rep-is checked by examining the average amount of blocking
resent the polymer matrix. The number of cells in each or-over an area and comparing this against the scalar-field value
thogonal direction is 73. Each lattice cell, having sides of 0.7supplied.(The number of cells used in the average is chosen
nm in length, corresponds exactly to a single repeating uniso that their combined volume is the same as the cellular
of a polymer chain and may have one of the following statesvolume in the PROLITH blocking profilg.As in our 2D
blocked, unblocked, ionized, developed, or void. The initialsimulations’ statistical variation is introduced through the
degree of blocking, specified by the user, is designétgd transformation of the continuous polymer matrix into a mo-
For a blankefuniform) exposure, the value df,y represents lecular grid. However, such roughness is expected from the
the average degree of blocking present in the entire latticestatistical variation in the energy that is deposited into the
For a patterned photoresist imadg, represents the average photoresist during exposuteé.
degree of blocking prior to exposure; the spatial variation in  The simulation requires having polymer chains on the
blocking, f,(X,y,z), prior to dissolution is the product ¢f,  grid. The user specifies values (PRor the degree of poly-
andp(x,y,z), a function with values between 0 and 1. The merization and the fraction of chaingdy) that are supposed
functionp(x,y,z) describes the relative amount of protection to have each degree of polymerization. To form these chains,
remaining after exposure and the postexposure bake and fise cells are strung togetttévia random walks, which are
supplied by FINLE Technology’s PROLITH, one of several begun in randomly chosen blocked or unblocked cells that
commercially available lithographic simulators. The initial have not already been used in the formation of other chains.
void fraction, also specified by the user, is designdtgd The number of steps taken in each walk equals one of the
The void fraction can represent either the polymer’s inherenhominal degrees of polymerization specified by the user in
free volume or residual casting solvent. A flowchart describ-the input file. The fraction of walks with QRteps is given
ing the steps in the molecular model simulation is shown inby fpg . The random walks avoid the cells designated as
Fig. 1. void (or filled with solvenj, but more than one chain may

Prior to development, a fractiof, of the cells are se- share any given blocked or unblocked c@lig. 2). A cell
lected at random to be void. Each of the remaining cells isnay be counted as belonging to any single chain only once;
designated randomly as either blocked or unblocked, wherthus, there are no repeated cells within any given chain. This
the probability of being blocked is given by /(1—f,). This  precaution leads to a distribution of actual chain lengths. The
expression for the probability of being blocked ensures thatormation of chains continues until all blocked or unblocked
the average local concentration of blocked sites is preservecklls have become a part of at least one chain. If only one
through the random selection process. The accuracy of theéegree of polymerization is specified, the random walk pro-
discrete representation of the continuous functigfx,y,z) cess produces a Gaussian distribution of actual chain lengths
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Fic. 2. Distribution in the number of chains that share a cell as a function ofy,q tne average degree of polymerizatignfrom the random walk process.

the specified degree of polymerization. Note that ther? values are the squares of the linear correlation coefficients
for the least-squares linear regression of the data.

[Fig. 3@]. The chain length distribution for 2D is shown 114 averagéor mean degree of polymerization is easily
also for comparison. The additional third dimension narrows,pisined from the chain length distribution. In Fig. 4, the
the .chain Iength_distripution and shifts it tqwards greateraverage degree of polymerization is plotted versus the maxi-
chain Iengths(whlch W'_" presently be expla!ne)d If IVYO . mum degree of polymerization, which is identically equal to
degrees of polymerization are specified, a bimodal distribughe specified number of steps to be taken in the formation of
tion re_sults[Flg_. 3b)], where the distribution about each each chain. The corresponding plot for two dimensions is
mode is Gaussian. also shown. The range of chain lengths that is shown here,
10-50 repeat units, is representative of the oligomeric, phe-
nolic polymers used to formulate photoresists. Note that the
16 process produces a linear relationship between the average

144 o 3D and maximum degrees of polymerization. The third dimen-

5 12 4 — 3D Gaussian fit sion increases the average degree of polymerization because
§ 104 « 2D the extra degree of freedom in the third dimension reduces
2 84 e 2D Gaussian fit the average number of redundant steps taken during the ran-
& 5 dom walks and increases the probability for a growing chain
® 4 P to encounter an available cell. The random walk process pro-

2 | ._."' duces a polymer size distribution that is uniform throughout

0 Lawsssoseaedcoa most of the film, but that has slightly smaller values towards

0 5 10 15 20 25 30  the enddFig. 5.
The mean-squared radius of gyratiané), and mean-

degree of polymerization ;
squared end-to-end distan¢®&?), are common measures for
a the polymer chain length. Calculated values {615) and
20 (R?) from our simulations, shown in Fig. 6, exhibit the linear
4~ bimodal (M.,/M, =1.45) dependence on the degree of polymerization expected for
15 dense polymer networks. The ratio(R?)/(RZ) (Table |) is

. close to the theoretical value of*8.
single mode

(MM, =1.02)
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Fic. 3. (a) Polymer chain length distributions produced through the random 20 ' ' ‘
0 20 40 60 80

walk process when a nomin@haximum) chain length of 30 is specified for
3D and 2D simulations(b) Two polymer chain length distributions having depth/dz

the same average degree of polymerizatibh.5 but different polydisper-

sity (DP=20 for the single-mode distribution; QR 10, DR,=40, and Fic. 5. Variation in the average degree of polymerization with depth into the
fpp1=0.6589 for the bimodal distribution film.
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50 to obtain the specifie® 5 Wwhenfy,,=0, f,=0, andf;=0.5.
<R?%>/dz? = 1.3409x - 1.8856
40 A 2
re=1
o~
§ 30
":: 20 After the ionization step, each chain is examined to see if
v it has the requisite fraction of ionized sites for dissolution
10 - (fc). At the end of this accounting, all chains meeting the
solubility criterion are dissolveéerasedl If a cell is shared
0 ‘ ‘ ‘ by at least one other chain, it remains in its current state
0 10 20 30 40 (blocked or unblockex otherwise, the cell is counted as de-
average degree of polymerization veloped. The cycle of ionization followed by dissolution

continues until the time specified by the user has elapsed.
The time ¢.) that each cycle represents is given by

b

Fic. 6. Measures of polymer chain length as a function of the average
degree of polymerizatiofx): (a) mean-squared radius of gyratic(ng), and

(b) mean-squared end-to-end distan@®?). Note that the'? values are the dz
squares of the linear correlation coefficients for the least-squares linear re- tC=R—(R’/RmaX). D
gression of the data. max

Once polymer chains have completely filled the grid, theHeredzis the cell heightR,, is the experimental dissolu-
simulator begins the process of ionization. All cells on thetion rate observed under complete exposure, RNy is
top layer of the lattice are always exposed to developer. lona correction factor added to ensure that the rate calculated by
ization is possible for all top-layer cells that are in the un-the simulator wherfp,=0 is Ry, (For an ideal monomer
blocked state, and any top-layer cells that are in the voidystem withf,,=0 andf;=1, R'/Ry,~=1 because one en-
state automatically fill with developer. Unblocked cells thattire layer dissolves during each ionization/dissolution cycle.
are adjacent to developed cells may also undergo ionizatiolR'/Ryax iS @ measure of the deviation from this ideality.
Whether ionization actually occurs depends on the probabilFigure 7 shows howR'/Rp,., varies with the critical degree
ity of ionization (f;), a factor specified by the user that de- Of ionization and average degree of polymerization. A de-
pends on the concentration of the developer and theqf  tailed description OR'/Ryay is given elsewher@.
the resint®®® The spatial average and the standard deviation of the
thickness of remaining photoresist are computed during the
simulation. The surface roughness is defined throughout this
TasLE |. Ratio of mean-squared end-to-end distance to mean-squared radiggticle as the standard deviation in the spatial variation of the
of gyration as a function of maximum degree of polymerization. photoresist thickness. Results for surface roughnesa;md
DP (R3)I(R?) remaining thicknesd), versus timet, are presented as aver-
ages from multiple simulations using different seeds for the

ig g'ig random number generator that fills the lattice. The purpose
20 550 of running multiple simulations is to sample a larger sub-
25 5.53 space of the total ensemble of possible spatial configurations,
30 5.60 and standard deviations of the results are provided to show
35 5.58 reproducibility. Dimensionless variables are used wherever
jg g'gé possible. Lengths are scaled by the cell heigla}, and time

50 564 is scaled by the time per ionization/dissolution cy¢k.

@]
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Fic. 8. Effect of the nominal degree of polymerization, DP, on a dimension-Fic. 9. Effect of the nominal degree of polymerization, DP, on a dimension-
less plot of the average thickness of polymer film remainif\gys time,t less plot of roughness, vs time,t (f.=0.4,f,,=0, f,=0, f;=0.5. Each
(fe=04, f,o=0, f,=0, f;=0.5. Each curve is the result of averaging curve is the result of averaging seven simulations.

seven simulations.

surface roughness increases with increasing degrees of poly-
merization. For all degrees of polymerization, the same gen-

lll. SIMULATION RESULTS eral behavior is observed: roughness rises sharply at first,
A. Effect of the degree of polymerization reaches a plateau with a general slight incline, spikes, and
. - : then rapidly falls. This trend is compatible with AFM mea-

In Fig. 8, the remaining thickness of a fully deprOteCtedisurements that we have taken for the time evolution of sur-

polymer is plotted versus development time for several roughnes¢Table 1. Variation in surf rouahn
nominal degrees of polymerization. The model predicts tha ace rougnnessiable 1. variatio surtace roughness
cross multiple simulationgot shown increases with de-

the dissolution rate decreases with increasing degree of pc‘:il— T .
lymerization. Many experimental studies confirm this gree of polymerization, and a spike occurs at the same loca-

result’®*~?°The instantaneous dissolution rate is given by theiIon asFtlhe sg |ked|ngsurfacei r(t)#gth?hesg. 'tA Icon;]pansgn be-
negative of the slope from a plot of thickness versus time V€N Mgs. © an reveals that the initial, sharp nse in

(—dg/dt, whered = thickness and = time). The instanta- roughness corresponds exactly to the induction period of the

neous rate is constant over most of the course of dissolutioﬁjISSOIlJtIon rate and that the final spike in roughness occurs

but interesting deviations id#/dt occur at the start and end where bottom-surface rate inhibition begins.

of the process. The time that the system takes to achieve a The correspondence betvyeen gurface rate inhibitiqn and
constant dissolution rate is called the induction period. ThisSurface roughness in our simulations helps to explain the

phenomenon, which is observed experimentally appear%urface rate_ir_whibition phenomenon. An increase in rough-

“naturally” in the simulation. Because the instantaneous' > by d(_afm|t|on, oceurs whgn the_surface_ area exposed 0

rate is smaller at both the top and bottom surfaces of the f”mdeve!oper increases. When dissolution begms,. the film sur-
face is flat, and the area exposed to developer is the smallest

surface rate inhibition is said to occur at both interfaces.t il be during th i As chains dissol
Dissolution rates are customarily defined as the instanta: """ D€ durng the entiré process. AS chains dissolve away,

neous rate when half of the initial film thickness remains.2 greater surface area is exposed, which leads to increases in

This arbitrary definition minimizes the effect of surface in- the surface roughness and the instantaneous dissolution rate.

hibition, and is adopted for the purposes of this article. The amount of surface area that may be gxposgd at any time
From Fig. 8, it is apparent that surface rate inhibition reaches a nearly constant value, after which point the instan-

becomes more pronounced as the degree of polymerizatic}ﬁmeous dissolution rate and surface roughness stay relatively

increases. All of these systems display an induction perio onstant. When developer finally reaches the bottom of the

but the length of the induction period increases faster than Im., the surface area in contact with developer dec_:reases
linear dependence on the degree of polymerization woulcﬁap'dly’ and both the surface roughness and dissolution rate
predict. The surface rate inhibition at the bottom film surface
also grows with the degree of polymerization, but the depenTast.e II. Surface roughness as a function of development®ifmas=root
dence is not as steep at the bottom as it is at the top. mean squape

The variation in average thickness across simulations

h . il d | h h . h Development Thickness rms
shown) increases until developer reaches the region where ;. o remaining(nm) roughnesgnm
bottom-surface rate inhibition occurs, and the most rapid in

0 1089 0.3

crease occurs during the top-surface induction period. The 5 999 38
results indicate that the variation among runs rises signifi- ¢ 807 38
cantly with an increase in the degree of polymerization.

Surface roughness as a function of development time an®olymer:m-cresol novolac, cast with PGMEA at 3000 rpm for 30 s, baked

i ot ; : : at 120 °C for 120 s, developed with 0.182N TMAH for the time indicated,
degree of polymerization is plotted in Fig. 9 for the system rinsed with distilled water, and blown dry with nitrogen. The surface rough-

described in Fig- 8. 1In asgreem?nt Wi.th the experimental ré-pess was calculated from AFM images taken on a Park Scientific Instru-
sults of Yoshimuraet al,” the simulation results show that ments Autoprobe.
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Fic. 10. Effect of polydispersityM,,/M,, on a dimensionless plot of the

average thickness of polymer film remaining, vs time,t (f.=0.4, fy .

_ _0 f— : ity roughnessy, vs time,t (f.=0.4, f,,=0.1, f,=0, f;=0.5. The polymer
0.1,1,=0, f;=0.5). The polymer chain length distribution for each curve chain length distribution for each curve is shown in Fig. 3. Each curve is the

is shown in Fig. 3. Each curve is the result of averaging seven simulations; . . ;
result of averaging seven simulations.

Fic. 11. Effect of polydispersityM,,/M,, on a dimensionless plot of

decline. Thus, both the induction period and bottom-surface

rate inhibition arise from rapid changes in surface roughnes$:- Effect of the degree of deprotection

Similar arguments have been used to explain surface rate The time evolution of surface roughness as a function of

inhibition in percolation models. the degree of blockind,,, is depicted in Fig. 12. The simu-
lations predict that roughness should increase with the de-
gree of blocking as long as the film is able to clear. The

B. Effect of polydispersity dissolution rate decreases with increasing degrees of block-

In Fig. 3(b), a single-mode and a bimodal polymer chainNg. After a critical degreg of blocking is exceedéglg.,

length distribution, which have the same average degree dibo=0-23 for DP=10), the film cannot completely clear, and

polymerization but different polydispersity, are compared.2 Méasure of roughness remains even after the film stops

The single-mode distribution has a narrower chain lengttfi€veloping. For a completely protected syst@m., fyo=1),

distribution and a lower polydispersityA,,/M,=1.02 than  "one of the film clears, and no surface roughness develops.
the bimodal distribution N1, /M, = 1.45. Thus, surface roughness begins at zero, passes through a

Experimental efforts to determine the effect of p0|ydis_maximum, and returns to zero as the fractional deprotection
persity on the dissolution rate have led to conflicting resultsiS varied from 0 to 1. This point is illustrated by Fig. 13,
Tsiartaset al! measured the dissolution rates of blends of?here the predictions of our model for roughness as a func-
fractionated novolacs and found that the dissolution rate ofion of deprotection at a set development time are compared

the novolac blends decreased with increasing polydispersitf© the experimental data of He and CerririEhe relationship
A similar study by Barclayet al? concluded that increasing etween exposure dose and fractional deprotection has been

the polydispersity of(higher molecular weight poly(hy- quantified_previousl;?.1 Figure 14 demons_trates that very
droxystyrengleads to higher dissolution rates. Figure 10 de-litlle clearing occurs at low dose®r at high degrees of

picts the predictions from our simulations for the dissolutionPlocking in both simulation and experiment.

rate of the chain distributions shown in Figb® According

to our model, the lower-polydispersity polymer dissolves
faster than the polymer blend, which has a wider molecular-
weight distribution. In agreement with the conclusions of
Tsiartaset al, the simulations suggest that higher molecular- 5
weight fractions have a disproportionately large influence on
the overall dissolution rate.

Figure 11 shows how surface roughness develops in these§ 34
two systems. In agreement with the experimental results of
Yoshimuraet al.® the higher-polydispersity sample achieves
a greater degree of surface roughness. The time that the sys- 1 -
tem requires for the degree of surface roughness to level
increases with polydispersity and corresponds to the induc-
tion period in Fig. 10. Thus, increasing the polydispersity
enhances the effect of surface rate inhibition. Those who
formulate resists have recognized this phenomenon for SOMES. 12, Effect of the degree of blocking,o, on a dimensionless plot of

time, bUt_ there has been no satisfying explanation for thgyyghnesst, vs time,t (f.=0.4, DP=10, f,=0, f;=0.5). Each curve is the
observation. result of averaging seven simulations.

4 -
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Fic. 13. Comparison ofa) our simulation predictions t¢b) experimental
results of He and CerringRef. 1) for the effect of deprotection on surface
roughness for a fixed development time. Simulation conditidgs:0.4,
DP=10, f,=0, f;=0.5,t/t.=60.

45 75

D. Effect of the void fraction

The simulations described in this article allow a portion o
the polymer matrix to be set aside as void space. The spe
fied initial void fraction,f,,, may represent either free vol-

ume or residual casting solvent. Void cells automatically

1377

depth cleared /dz
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Fic. 14. Comparison ofa) our simulation predictions t¢b) experimental
results of He and CerrinéRef. 1) for the effect of deprotection on depth
cleared for a fixed development time. Simulation conditiois: 0.4, DP
=10, f,=0, f;=0.5,t/t.=60.

fied resist was measured following a development time long
enough for complete etching of the exposed portion of the

fphotoresist. In later studié¢, the same investigators exam-

ined the effect of developer concentration on roughness as a

Yunction of development time. Under both the earlier and

later sets of conditions, surface roughness was observed to

convert to developed cells whenever one of their neighboring

cells develops.
In Fig. 15 the effect of void space in the polymer matrix
on surface roughness is considergebr reference, the free

volume for polymers at the glass transition temperature is

0.025 according to the Williams—Landel-Fer§VLF)
equatior??] Increasing the initial void fraction causes the
development rate to increase and the surface roughness

decrease. The standard deviation in surface roughness acros

multiple simulationgnot shown decreases as the initial void
fraction increases.

E. Effect of the developer concentration

In Reynolds and Taylor’s initial AFM examination of the
effect of developer concentration on roughnetise surface

4
-
& 21
1
0
0 100 200 300 400
tit.

Fic. 15. Effect of void fractionf, , on a dimensionless plot of roughness,
vs time,t (f.=0.4, DP=40, f,,=0, f;=0.5. Each curve is the result of

roughness of the unexposed portion of a chemically ampliaveraging seven simulations.
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) . . L . Fic. 17. Comparison ofa) our simulation predictions t¢b) experimental
Fic. 16. Comparison ofa) our simulation predictions t¢b) experimental results of Reynolds and TayléRefs. 2—4 for the effect of developer con-

results of Reynolds and TaylgRefs. 24 for the effect of developer con- centration on roughness as a function of resist loss. Simulation conditions:
centration on roughness as a function of development time. Simulation conf- —04 DP=30 '}'g 0 f.—0 Eu h is th -It i u ; s:
ditions: f;=0.4, DP=10, f,,=0.27,f,=0. Each curve is the result of av- ¢~ =" =¥ 1b0— = fv =¥ ach curve s the result ot averaging seven

. . - simulations.
eraging seven simulations.

increase with developer concentration, whereas the sidewatibserved to be independent of developer concentratien
roughness appears to be independent of developer concentause the development time has exceeded the critical time
tion. for the exposed portion of the photoresist.

For comparison, our simulation uses a partially blocked Recent AFM measurements by Reynolds and T4yog-
matrix to portray the unexposed portion of the photoresistgest that roughness increases sharply at first and reaches a
The simulation parameter analogous to developer concentréevel roughness, but the final roughness appears greater for
tion is f;, which is the probability of ionization for a cell in higher developer concentratiofiBig. 16b)]. Whether these
contact with developer. Greater values forcorrespond to  experiments show that the developer concentration increases
higher developer concentrations. In Fig. 16, the simulatedhe rate at which roughness develops remains uncér@ir.
predictions for roughness as a function of development timenodel predicts that surface roughness, as a function of resist
andf; are compared to recent AFM measurem&nfsough-  loss, is independent of developer concentrafiig. 17a)].
ness as a function of development time and developer com plot of the surface roughness data of Reynolds and Taylor
centration. Increasing; causes the roughness in the simula-versus resist loss also produces a single curve that is inde-
tions [Fig. 16(a)] to develop at a faster rate, but roughnesspendent of developer concentratigfig. 17b)]. The results
eventually reaches an asymptotic value that is independent of Fig. 17b) help to explain Fig. 16: the differences in final
f;. If development is interrupted before a critical time hasresist roughness seen in Fig. (b coincide with varying
elapsed, surface roughness in the simulations appears to idegrees of resist loss. The dependence of surface roughness
crease with increasing developer concentration. If the surfacen developer concentration arises indirectly through the ef-
roughness measurements are taken after the critical time, suect of developer concentration on resist loss.
face roughness in the simulations appears to be independent
of developer concentration. One would expect the critical
time to be less for a lower degree of blocking. Sidewalllv' SUMMARY AND CONCLUSIONS
roughness may demonstrate the same behavior, and, if so, Photoresist development has been simulated as the mol-
the model would explain that sidewall roughness has beeacule by molecule removal of polymer chains from a three-
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